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Abstract 
In this work we will introduce a system for semantic information visualization and interactive 
manipulation implemented at CTU Prague. Explicit semantic information is necessary for 
automatic data processing. Commonly used data formats do not natively include such 
semantic information. The semantics must be therefore supplied in a separate file. The goal of 
our system is to enable creation of such semantic metadata for adaptation of multimedia 
content for use on mobile devices. The adaptation should modify the audio/video and vector 
graphics data in a logical manner to fulfill the user’s requirements while limiting the system 
resources necessary for data transport and rendering.  
The data themselves are designed for representation of the visual aspect only, therefore an 
additional semantic layer must have been added in a form of external metadata. This is 
achieved by the introduced system.  
The metadata creation itself is an interactive process where the human must be present. 
Nevertheless the system may support the process by appropriate visualization and assemble 
tools.  
In our case, we have concentrated on adaptation of complex 3D (VRML) and 2D (SVG) 
scenes for browsing and annotating on mobile devices. The named formats need to be adapted 
with the use of additional semantic metadata in MPEG-7 format. 
We are introducing a tool for creation of the MPEG-7 description. The system supports direct 
interconnection between the data (VRML) and the semantic visualization. Thanks to 
extendable system core supporting a plug-in mechanism we can easily add new visualization 
components and data formats. 
The implemented 3D visualization is fully interactive. For more efficient manipulation we 
have created a set of supportive tools for visualization of semantic relations, relation iteration, 
filtering and reasoning. 
The functionality was successfully tested and is currently used in the Mummy Mobile 
Knowledge Management project (IST-2001-37365). 
 
 

 

Introduction 
The are many matured graphical data formats that can very well deal with any kind of 3D or 
3D graphics. We can manipulate the graphical objects in any imaginable way. The commonly 
used graphical formats like VRML or DXF are designed to express the geometrical and visual 
aspects of the modeled scene. Due to the nature of these data formats, the internal file 
structure does not allow to include additional non geometrical data that would enhance the 
scene topology.  
Although in many cases the geometrical information is exactly what we need, in some cases 
we want to manipulate the scene in a way that takes into account additional semantic 
meaning. This can be easily solved by either extending the existing data formats to contain the 
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semantic information or by adding the information into an external proprietary data file that is 
linked on the application level with the graphical data.  

Semantic Data Use Case 
In our primary use case, the user is located in a mobile environment, for example on a large 
construction site. The user is equipped with a PDA (Personal Digital Assistant) device with a 
wireless connectivity. The user needs to solve some problem that has just arisen. He connects 
to the central server and requests a 3D scene of the building he is currently located in. On the 
server side, the central database is searched for the document and for its semantic description. 
When the document is found it passes through a process called adaptation. In this process the 
data are modified to be renderable on the particular mobile device. The modification may 
consist of (in case of the 3D data) data simplification, removal or simplification of textures, 
removal or modification of scripts and animations, filtering out of unnecessary objects, 
specification of level of detail and more. The geometrical data in this case are not sufficient to 
proceed the adaptation. Therefore, the additional semantic information is used with 
advantage. The system can for example use it for filtering the relevant objects in the scene and 
determining the level of details that should be used to display them. An example of adaptation 
of a complex 3D scene of a building is shown in Figure 1. The user has in this case specified 
that he wants to see all objects on the way from point A to point B.  
 

Adaptation

 
Figure 1 3D Scene Adaptation Example 
All objects along the shortest path computed using the semantic metadata are preserved. Also 
objects that have some logical relation to the path are preserved. All other objects are 
removed from the scene. Both the file size and the rendering time decreases dramatically 
making it possible to browse on the mobile device. 
 

Problem Specification 
There are several problems when we want to use the semantics. The first problem is that the 
graphical data formats commonly used in the 3D and 2D modeling do not natively contain the 
semantic information. They are not prepared for inclusion of such information and are 
difficult to extend. There are several standardized data formats like EXPRESS or IFC that can 
contain both the geometrical and the semantic information but these formats are not 
commonly used and are not supported by the mobile platforms. For our introduced scenario 
we need to find a solution that will preserve the original data (VRML) and link it with 
external semantics.  
When we want to take advantage of the semantic information, we need to know its internal 
structure and need to have a tool for either deriving the semantics from some sources or to 
explicitly create it using a semantic editor.  



Our Solution 
We were looking for a solution that would enable usage of VRML data format as the 
container for 3D graphics and the semantic description stored in an external standardized data 
format. We were especially looking for a data format capable to describe relations between 
objects, object and relation description. From the existing standardized formats we have 
chosen the MPEG-7. The advantages of this format are summarized in the following bullets: 
 

• XML based – easy to parse and validate 
• Standardized ISO/IEC developed by MPEG (Moving Picture Experts Group) 
• Especially designed for description of multimedia content 
• Defines a basic set of objects, their types and relations 
• Easily extensible 
 

The MPEG-7 format is in many aspects similar to other semantic formats. Therefore we can 
abstract from the particular language and understand the semantic as a general graph 
consisting of a number of nodes and relations. Each node represents either an existing object 
from the real world (wall, door) or can represent an abstract object (room). Relations between 
the nodes are represented by oriented edges. The relation can be of hierarchical type (is 
component of, contains) or of different type (connects to). The MPEG-7 format is intended 
for description of multimedia content. The relations and properties are given by the MPEG-7 
standard which can be on one hand a limiting factor, on the other hand it helps us to create an 
editing tool and to guide the user during the creation process. 
 

The graph visualization 
We can understand the semantics as a general graph and therefore the visualization can have 
many forms. In our scenario, the user is usually interested into the hierarchical relations 
within the graph. These relations form a tree which is easy to understand and visualize. In 
case we organize the objects in the tree into further logical groups that we will call levels of 
abstraction, we can obtain very well readable graphs.  

Abstraction Level 
2

Abstraction Level 
1

Abstraction Level 
0  

Figure 2 Abstraction levels 
 
In Figure 2 is an example of a hierarchical structure formed by the relations (solid line 
arrows). Relations of other type are depicted by dashed arrow. If we only consider the solid 
line arrow skeleton, we get a tree structure that can be organized into individual abstraction 
levels. For example the abstraction level 0 can represent individual walls in a building, 
abstraction level 1 can represent rooms in the building and the abstraction level 2 can 
represent the building itself. Visually is such structure well organized and easy to manipulate. 
Problems arise when the number of nodes increases and the number of relations of non-
hierarchical type grows. In this case a visualization as seen in Figure 2 can get unreadable.  



We have decided to extend the visualization of the graph into the 3D space which has brought 
new possibilities of how to visualize it. The navigation in a 3D space is usually difficult for 
the user who can get lost or miss manipulate the graph geometry. Therefore we have 
combined the advantages of 3D space with a number of 2D subspaces where the user can 
easily navigate.  
 
In this case each abstraction level is represented by a plane and nodes belonging to it can 
move within this 2D space only. 
The visualization is shown in Figure 3 and can be summarized like this: 

• Each plane could have arbitrary shape. For simplicity, we will assume flat planes 
(rectangular polygons) only. 

• When adding nodes into the semantic graph, for each node must be specified the plane 
it belongs to. The planes can be thought of as containers. 

• Node movement is restricted on the surface and the border of the plane. Later, the 
nodes can be moved among planes, in order to reorganize the logical layout of the 
graph. 

• Hierarchical relations should head from one plane to another 
• Non hierarchical relations should be placed within individual planes only 

Final result
(after adding the remaining relations)

Construction of subgraphs
(splitting subgraphs into planes)

Final result
(after adding the remaining relations)

Construction of subgraphs
(splitting subgraphs into planes)

 
Figure 3. Semantic graph creation 

 

As a result we get a set of planes distributed in the 3D space. Each plane can be moved, 
rotated, or zoomed independently from the others, while the position of the nodes on the 
surface is transformed accordingly to preserve their relative distances.  
The logical layers represented by the planes can be understood as 2D graphs, because the 
degree of freedom of nodes is reduced from 3 to 2 (the nodes can be moved tangentially along 
the surface represented by 2 vectors, but not in perpendicular direction).  
As can be seen from the previous example, it is easier to understand the topology and the 
meaning of the subgraph when it is visualized together with the underlying plane. The usage 
of the plane increases the visual perception of compactness of the subgraph.  
We will demonstrate the mechanism on an example. The example scene is composed of four 
rooms connected by doors (see Figure 4). The rooms are represented by surrounding walls in 
red color and connections among them by yellow arrows. Semantic graph representations of 
the scene are constructed in the next two figures. The semantic graph is split into layers 
(planes) according to following criteria: 

• Level of abstraction – abstract / concrete classes (Figure 5) 



• Classes – Each class and its instances are put into a different plane (Figure 6) 

 
Figure 4. Test scene of a building 
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Figure 5. Semantic graph split into layers according to the level of abstraction 
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Figure 6. Semantic graph split into layers according to the classes and their instances 
 
Figure 5 and Figure 6 illustrate identical semantic graphs. The only difference is in the 
distribution of nodes among layers (planes). This approach enables creation of as many layers 
(planes) in the system, as required by the user, each layer (plane) representing an illusion of a 
2D graph as a subgraph of the whole semantic graph. The main user’s attention is aimed at the 



subgraphs in the planes. However, subgraphs in different plane are still visually 
interconnected by relations (edges), but these relations are usually beyond the user’s focus. 
The planes can be represented parametrically as follows: 
ρ: <0,1> x <0,1> E3 
that is, as a mapping from closed two-dimensional space of parameters into three-dimensional 
space. In general, the planes need not to be flat. Due to the parametric representation, any 
known parametric surface can be used. (e.g. NURBS surface could be applied to approximate 
a sphere, cylinder, cone, or any possible shape) Due to practical reasons we have implemented 
2D planes only. 
After splitting the semantic graph into the planes, each plane could still contain many nodes. 
These nodes can be spread stochastic on the surface. The user can move the nodes to the 
appropriate positions, in order to get a “good looking” layout of the graph. Implementation of 
some self-organizing algorithm will remain in the scope of future work. 

 
Figure 7 Example of a 3D visualization of a semantic graph 
 
 

Implementation 
When implementing the system we were focusing on these requirements: 

• General core for semantic manipulation 
• General XML based graphical data format interface 
• Interactive designer 



• Visualization of semantic and geometrical structures 
• Interconnection between the visual components 
• Interactive tools for semantic manipulation 

o Object filtering 
o Relation filtering 

 

System architecture 
The system architecture is divided into several independent units that can communicate via 
defined interface. The system core is responsible for manipulating the semantic information 
while the multimedia content browser and the semantic graph visualization unit are 
responsible for visualizing the graphical and semantic data. This flexible architecture allows 
to substitute the VRML visualization unit with SVG or any other that implements the given 
interface.  
Any change in the graphical data are through the system core immediately propagated to the 
semantic visualization unit and vice versa. The semantic design is therefore fully interactive. 
The system core can be controlled by the user via its own graphical interface.  
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Figure 8 System architecture 
 
The system architecture is depicted in Figure 8. Individual components are represented by 
boxes. Besides the system core and its user interface, all other components can be freely 
added or removed using a plug-in mechanism. This makes the system very flexible for 
creating semantic metadata for any graphical xml based format. The interconnection between 
components helps to visualize the creation process as also seen in Figure 9. The application is 
split into two basic windows. The left one displays the graphical data in any suitable form (in 
this case we can see the 3D scene an its scene graph). The right window displays the semantic 
description visualization. The application core mediates the communication between the 
components by distributing notification about changes in any of them to all other instances of 
visual components (plug-ins). Actions like selection, insertion or deletion can be immediately 
visualized.  
The system core can control the application and provides additional features like node 
filtering, relation filtering, tracing and others. 
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Figure 9 System graphical interface 

Conclusion 
We have designed and implemented a graphical tool for visualization and manipulation with 
semantic metadata for the use of data adaptation in the mobile environment. The tool is 
capable of visualizing of both the 3D (2D) data and the semantic graphs. The semantics and 
geometrical information are interconnected so the manipulation with one is immediately 
propagated to the other. The interactivity and appropriate visualization greatly help the user to 
create or modify complex semantic descriptions.  
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